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TORELLI THEOREM FOR THE MODULI SPACES OF RANK 2 QUADRATIC

PAIRS

ANDRÉ G. OLIVEIRA

Abstract. Let X be a smooth projective complex curve. We prove that a Torelli type theorem holds,
under certain conditions, for the moduli space of α-polystable quadratic pairs on X of rank 2.

1. Introduction

Let X be a smooth projective curve over C. This paper deals with moduli spaces of quadratic pairs
(V, γ) consisting of a vector bundle V together with a non-zero bilinear symmetric map γ on V , with values
in a fixed line bundle U . The semistability condition for these objects depends on a real parameter α. Let
NΛ

α denote the moduli space of α-polystable U -quadratic pairs (V, γ) with rk(V ) = 2 and deg(V ) = d,

where the determinant of V is fixed to be Λ ∈ Jacd(X). The goal of this paper is to give new insights
on the geometry and topology of NΛ

α . The main result is a proof that, under some conditions, a Torelli
type theorem holds for NΛ

α — see Theorem 5.9 for the precise statement. We follow the methods used by
Muñoz in [10], with the help of the results of [9]. One of the differences is that, in our case, the moduli
spaces are not smooth.

The fact that γ is a non-linear object (as opposed to most studied cases of vector bundles with extra
structure) is perhaps one of the reasons why these moduli spaces have not yet been much studied. In
fact, this non-linearity of γ is in the origin of many difficulties which arise, starting with the general
definition of stability. For this reason, we consider only the rank 2 case. If d = dU , where dU denotes the
degree of U , the dependence of the semistability condition on α disappears, and we get the usual stability
condition for orthogonal bundles. In other words, we get the moduli space of rank 2 orthogonal vector
bundles. These moduli spaces constitute hence natural generalisations of moduli spaces of orthogonal
bundles, so it is natural to study their geometry even in this low rank case. If dU > d the moduli spaces
are non-empty for α 6 d/2, and their dimension increases with the difference dU − d. For example, it is
known [14] that the forgetful map (V, γ) 7→ V is an embedding of the moduli space of orthogonal bundles
into the moduli space vector bundles; however, when the difference dU − d is at least equal to the genus
of X , then the same forgetful map is surjective and generically a projective bundle. This forgetful map
will play a central role in this paper.

These spaces also arise naturally as special subvarieties of the moduli spaces of Sp(2n,R)-Higgs bundles
[7, 9], so the study of its geometry and topology is useful to draw conclusions on the topology of character
varieties for representations of surface groups in Sp(2n,R).

2. Quadratic pairs and their moduli spaces

2.1. Quadratic pairs. Let X be a smooth projective curve over C of genus g > 2. Let U be a once and
for all fixed holomorphic line bundle over X , and let dU = deg(U) denote the degree of U .

Definition 2.1. A U -quadratic pair on X is a pair (V, γ), where V is a holomorphic vector bundle over
X and γ is a global holomorphic non-zero section of S2V ∗ ⊗ U , i.e., γ ∈ H0(X,S2V ∗ ⊗ U).

Of course γ can also be seen as a holomorphic map γ : V → V ∗⊗U which is symmetric, i.e., γt⊗1U = γ.
The rank and degree of a quadratic pair (V, γ) are the rank and degree of V . We shall say that (V, γ)
is of type (n, d) if rk(V ) = n and deg(V ) = d. We will often refer to a U -quadratic pair simply as a
quadratic pair. Two U -quadratic pairs (V, γ) and (V ′, γ′) are isomorphic if there exists an isomorphism
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f : V → V ′ such that γ′f = ((f t)−1 ⊗ 1U )γ. For instance, for any λ ∈ C∗, the pairs (V, γ) and (V, λγ)
are isomorphic.

2.2. U-quadratic pairs of rank 1. Our main object of study will be the moduli space α-polystable
quadratic pairs of type (2, d), with fixed determinant. However, we will occasionally have to consider the
moduli space of quadratic pairs of type (1, d). These kind of pairs, being given by a line bundle L together
with a section of the line bundle L−2U , are quite simple objects. Fix a real parameter α. A U -quadratic
pair (L, δ) of type (1, d) is α-stable if α 6 d. Denote the moduli space of α-stable U -quadratic pairs on X
of rank n and degree d by Nα(1, d). For a fixed type (1, d), all the moduli spaces Nα(1, d) with α 6 d′ are
isomorphic and there is only one so-called critical value of α, for which the stability condition changes,
namely α = d. Nα(1, d) is a particularly simple space. The following proposition summarizes its features.
For details, see Section 2.2 of [9].

Proposition 2.2. Let Nα(1, d) be the moduli space of α-stable quadratic pairs of type (1, d).

(1) If d > dU/2 or α > d, then Nα(1, d) = ∅;
(2) If d < dU/2 and α 6 d, then Nα(1, d) is the 2

2g-fold cover of the symmetric product SymdU−2d(X)

obtained by pulling back, via the Abel-Jacobi map, the cover Jacd(X) → JacdU−2d(X) given
L 7→ L−2U . In particular, Nα(1, d) is a smooth projective variety of dimension dU − 2d.

(3) If dU is even and α 6 dU/2, then Nα(1, dU/2) is the set of the 22g square roots of U .

2.3. Stability of quadratic pairs of rank 2. Let us now consider U -quadratic pairs (V, γ) of type
(2, d). Given a rank 2 vector bundle V and a line subbundle L ⊂ V , denote by L⊥ the kernel of the
projection V ∗ → L−1. It is thus a line subbundle of V ∗ and V/L is isomorphic to (L⊥)−1.

Definition 2.3. Let (V, γ) be a quadratic pair of type (2, d).

• The pair (V, γ) is α-semistable if α 6 d/2 and, for any line bundle L ⊂ V , the following conditions
hold:
(1) deg(L) 6 α, if γ(L) = 0;
(2) deg(L) 6 d/2, if γ(L) ⊂ L⊥U ;
(3) deg(L) 6 d− α, if γ(L) 6⊂ L⊥U .

• The pair (V, γ) is α-stable if it is α-semistable for any line bundle L ⊂ V , the conditions (1), (2)
and (3) above hold with strict inequalities.

• The pair (V, γ) is α-polystable if it is α-semistable and, for any line bundle L ⊂ V , the following
conditions hold:
(1) if γ(L) = 0 and deg(L) = α, then there is an L′ ⊂ V such that V = L⊕L′ and with respect

to this decomposition,

γ =

(
0 0
0 γ′

)

with γ′ ∈ H0(X,L′−2U) non-zero;
(2) if γ(L) ⊂ L⊥U and deg(L) = d/2, then there is L′ ⊂ V such that V = L ⊕ L′ and with

respect to this decomposition,

γ =

(
0 γ′

γ′ 0

)

with γ′ ∈ H0(X,L−1L′−1U) non-zero;
(3) if γ(L) 6⊂ L⊥U and deg(L) = d − α, then there is L′ ⊂ V such that V = L ⊕ L′ and with

respect to this decomposition,

γ =

(
γ′ 0
0 0

)

with γ′ ∈ H0(X,L−2U) non-zero.

It will be useful for us to classify the possible types of destabilizing subbundles:

Definition 2.4. Let (V, γ) be a quadratic pair of type (2, d), and let L ⊂ V be an α-destabilizing line
subbundle of (V, γ). We say that L is:

(1) of type (A), if deg(L) > α and γ(L) = 0.
(2) of type (B), if deg(L) > d/2 and γ(L) ⊂ L⊥U .
(3) of type (C), if deg(L) > d− α and γ(L) 6⊂ L⊥U .

For a given α ∈ R, denote by Nα = NX,α(2, d) the moduli space of α-polystable U -quadratic pairs
of type (2, d) on the curve X . We obtain the moduli space of α-polystable U -quadratic pairs with fixed
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determinant in the usual way. There is a map

(2.1) det : Nα(2, d) → Jacd(X), det(V, γ) =
∧2

V

and the moduli space of α-polystable U -quadratic pairs with fixed determinant Λ ∈ Jacd(X) is the
subvariety of Nα(2, d) defined as

NΛ
α = NΛ

X,α = det−1(Λ).

From [8, Theorem 1.6], Nα is a projective variety, and from [9, Theorem 5.1], we see that, for α 6 d/2,
and d < dU

(2.2) dim(NΛ
α ) = 3(dU − d)− 1

2.4. Deformation theory of quadratic pairs. Here we look at the local structure of the moduli space
of quadratic pairs. The deformation theory of a quadratic pair (V, γ) ∈ Nα is governed by the following
complex of sheaves on X (cf. [2]):

C•(V, γ) : End(V )
ρ(γ)
−−−→ S2V ∗ ⊗ U, ρ(γ)(ψ) = −(ψt ⊗ 1U )γ − γψ.

Moreover, ρ(γ) induces a long exact sequence

0 −→ H0(X,C•(V, γ)) −→ H0(X,End(V )) −→ H0(X,S2V ∗ ⊗ U) −→

−→ H1(X,C•(V, γ)) −→ H1(X,End(V )) −→ H1(X,S2V ∗ ⊗ U) −→

−→ H2(X,C•(V, γ)) −→ 0.

(2.3)

So, H0(X,C•(V, γ)) can be identified with the infinitesimal automorphism space of (V, γ):

H0(X,C•(V, γ)) ∼= {ψ ∈ End(V ) | ρ(γ)(ψ) = 0}.

Also, from [2], it is known that H1(X,C•(V, γ)) is canonically isomorphic to the space of infinitesimal
deformations of (V, γ). In particular, if (V, γ) represents a smooth point of the moduli space Nα, then
H1(X,C•(V, γ)) is naturally isomorphic to the tangent space of Nα at the point represented by (V, γ).

If we now restrict the deformation theory to the fixed determinant moduli space, and if (V, γ) ∈ NΛ
α , we

have to consider the subcomplex C•
0 (V, γ) of C

•(V, γ) given by C•
0 (V, γ) : End0(V )

ρ(γ)
−−−→ S2V ∗⊗U , where

End0(V ) denotes the sheaf of traceless endomorphisms of V . The trace yields a short exact sequence

0 −→ End0(V ) −→ End(V ) −→ O −→ 0

which in turn gives rise to an exact sequence of complexes, inducing the following long exact sequence:

0 −→ H0(X,C•
0 (V, γ)) −→ H0(X,C•(V, γ)) −→ H0(X,O) −→

−→ H1(X,C•
0 (V, γ)) −→ H1(X,C•(V, γ)) −→ H1(X,O) −→

−→ H2(X,C•
0 (V, γ)) −→ H2(X,C•(V, γ)) −→ 0.

(2.4)

Remark 2.5. The infinitesimal deformation space of (V, γ) inNΛ
α is the kernel of the mapH1(X,C•(V, γ)) →

H1(X,O) in the above sequence. In particular, if (V, γ) represents a smooth point of NΛ
α , then this kernel

is the tangent space of NΛ
α at (V, γ).

Definition 2.6. A quadratic pair (V, γ) is simple if the group Aut(V, γ) of automorphisms of (V, γ) is
equal to {±1V } ∼= Z/2.

Definition 2.7. Let NΛ,sm
α be the subspace of NΛ

α consisting of pairs which are α-stable, simple and
such that H2(X,C•

0 (V, γ)) vanishes.

By [9, Proposition 2.21], NΛ,sm
α is then a subspace of the smooth locus of NΛ

α , so from (2.2) we have
that, if d < dU and α 6 d/2, then

(2.5) dimNΛ,sm
α = 3(dU − d)− 1.

Of course this follows as well from Remark 2.5.

2.5. Changes with the parameter. Here we give an overview about the variation of the moduli spaces
NΛ

α with the stability parameter α. This will be mainly an adaptation of the results obtained in [9] to
the fixed determinant moduli space.

It is clear that the semistability condition only changes at a finite number of values of the parameter
α. These values of α are called critical values, and if α is not critical, we say that it is generic. So, if
we only allow to change α between any two consecutive critical values, all the moduli spaces NΛ

α will be
isomorphic.
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Given a real number x, denote by ⌊x⌋ the greatest integer smaller or equal than x. The critical values
of the parameter α are (see [9, Proposition 3.3]) all the integers between d− ⌊dU/2⌋ and ⌊d/2⌋, together
with d/2.

Notation 2.8. For each integer d− ⌊d/2⌋− ⌊dU/2⌋ 6 k 6 0, define αk = ⌊d/2⌋+ k. Also, let αM = d/2
and αm = αd−⌊d/2⌋−⌊dU/2⌋ = d− ⌊dU/2⌋ so that αM is the biggest critical value and αm is the smallest

one. Finally, let α+
k denote the value of any parameter between the critical values αk and αk+1, and let

α−
k denote the value of any parameter between the critical values αk−1 and αk.

With this notation, we have NΛ
α+

k

= NΛ
α−

k+1

for all critical values αk.

Definition 2.9. For each k ∈ {d− ⌊d/2⌋ − ⌊dU/2⌋, . . . , 0}, let SΛ
α+

k

be the locus in NΛ
α+

k

of pairs which are

α+
k -semistable but α−

k -unstable, that is, S
Λ
α+

k

=
{
(V, γ) ∈ NΛ

α+

k

| (V, γ) /∈ NΛ
α−

k

}
. Similarly, define SΛ

α−
k

to be

the locus inNΛ
α−

k

of pairs which are α−
k -semistable but α+

k -unstable, S
Λ
α−

k

=
{
(V, γ) ∈ NΛ

α−
k

| (V, γ) /∈ NΛ
α+

k

}
.

The spaces SΛ
α±

k

are called the flip loci for the critical value αk.

The same arguments as the ones used in Propositions 3.6 and 3.7 and in Remark 3.8 of [9] apply also
to SΛ

α±
k

, showing that SΛ
α±

k

lies in the α±
k -stable locus of NΛ

α±
k

and that it is indeed a subvariety of NΛ
α±

k

.

An immediate consequence of the definition of the flip loci is that NΛ
α+

k

− SΛ
α+

k

∼= NΛ
α−

k

− SΛ
α−

k

.

Let us now give a brief description of the geometry of the flip loci. Of course SΛ
α+

M

= ∅. With respect

to the flip loci SΛ
α+

k

for the other critical values, we have the following, whose proof is entirely analogous

to the one of [9, Proposition 3.10].

Proposition 2.10. Let αk < d/2. Then SΛ
α+

k

is a projective bundle over Nd−α+

k
(1, d − αk), with fiber

Pd−2αk+g−2.

From the previous proposition and from (2) of Proposition 2.2 (in the case of SΛ
α+

m
and dU even, use

instead (3) of the same proposition), we have that, for every αk < d/2,

(2.6) dimSΛ
α+

k

= dU − d+ g − 2.

Now we turn our attention to the other flip loci, SΛ
α−

k

. As in the case of SΛ
α+

k

, the behaviour of SΛ
α−

k

depends on whether αk = αM = d/2 or not. Since NΛ
α = ∅ for α > αM , then

(2.7) SΛ
α−

M

= Nα−
M
,

and the next result gives a description of this space in terms of the moduli space of vector bundles. Let
MΛ = MX(2,Λ) be the moduli space of rank 2 polystable vector bundles, over X , of degree d and fixed

determinant Λ ∈ Jacd(X).

Assumption 2.11. From now on, we assume that dU −d > 2g− 2. This fact will be systematically used
throughout the paper.

The next result follows from is the fixed determinant version of [9, Proposition 3.13].

Proposition 2.12. Let d and dU be as in Assumption 2.11. Then the forgetful map π : Nα−
M

→ MΛ,

π(V, γ) = V , is surjective and the fiber over a stable vector bundle V is P3(dU−d−g)+2.

We now give the description of the flip loci SΛ
α−

k

with αk < αM = d/2. These are harder to describe

than SΛ
α+

k

, and here we will only briefly sketch the description of SΛ
α−

k

; all the details can be found in

[9]. If (V, γ) ∈ SΛ
α−

k

, then it is α−
k -stable and α+

k -unstable hence strictly αk-semistable. The destabilizing

subbundle must be a line subbundle M ⊂ V such that

(2.8) deg(M) = d− αk and γ(M) 6⊂M⊥U

hence γ induces a non-zero holomorphic section

(2.9) γ′ ∈ H0(X,M−2U).

Write V as an extension

(2.10) 0 −→M −→ V −→ ΛM−1 −→ 0.
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Consider SΛ
α−

k

, with αk 6= αm, αM if dU is even or just αk 6= αM if dU is odd (the case of αk = αm and

dU even is easy and will be covered in Proposition 2.14 below). In these cases, the map γ′ :M →M−1U
as given in (2.9) is not an isomorphism. Let D = div(γ′) be its divisor and consider the structure sheaf
OD of X restricted to D. Recall that one has then a short exact sequence of sheaves 0 −→ O(−D) −→

O
r(D)
−→ OD −→ 0 where r(D) is the truncation map.
The following is analogous to Propositions 3.17 and 3.18 of [9].

Proposition 2.13. Let (V, γ) ∈ SΛ
α−

k

. Then there is a well defined section sγ ∈ H0(D,Λ−1U) given by

sγ = r(D)(γ|M ). Moreover sγ = 0 if and only if the extension (2.10) is trivial, V ∼= M ⊕ ΛM−1 and,
with respect to this decomposition,

γ =

(
γ′ 0
0 γ′′

)
,

where γ′ is defined in (2.9) and γ′′ ∈ H0(X,Λ−2M2U)r {0}.

We can therefore write SΛ
α−

k

as a disjoint union

(2.11) SΛ
α−

k

= SΛ,0

α−
k

⊔ SΛ,1

α−
k

where

• SΛ,0

α−
k

is the space of pairs in SΛ
α−

k

with sγ = 0 (⇔ (2.10) splits);

• SΛ,1

α−
k

is the space of pairs in SΛ
α−

k

with sγ 6= 0 (⇔ (2.10) does not split).

Consider also the subvariety C(M,γ′) ofH0(D,Λ−1U)r{0}×H0(X,Λ−2U2)r{0}whose elements (q, η)
satisfy the equation q2+η|D = 0. Then we have a free C∗-action on C(M,γ′) given by λ·(q, η) = (λq, λ2η)
and we denote the quotient by

(2.12) Q(M,γ′) = C(M,γ′)/C∗.

Proposition 2.14. Let αk 6= αM . Let d and dU be as in Assumption 2.11. Then in the decomposition
(2.11) of SΛ

α−
k

:

(1) SΛ,0

α−
k

is projective bundle over SΛ,0

α−
k

→ Nd−α+

k
(1, d− αk), with fiber PdU−2αk−g.

(2) SΛ,1

α−
k

is such that there is a morphism SΛ,1

α−
k

→ Nd−α+

k
(1, d − αk) whose fiber over (M,γ′) is

isomorphic to Q(M,γ′) as defined in (2.12). Moreover, if dU is even, SΛ,1

α−
m

= ∅.

Proof. Consider first αk 6= αm, αM if dU is even or just αk 6= αM if dU is odd. From Proposition 2.13,

we know that if (V, γ) ∈ SΛ,0

α−
k

, then V ∼=M ⊕ΛM−1, with deg(M) = d−αk by (2.8), and γ =

(
γ′ 0
0 γ′′

)

with γ′ ∈ H0(X,M−2U) and γ′′ ∈ H0(X,Λ−2M2U), both non-zero. From this we get a map

(2.13) SΛ,0

α−
k

−→ Nd−α+

k
(1, d− αk),

sending (V, γ) to (M,γ′). Notice that there is no ambiguity on the choice of the pair (M,γ′) because
deg(M) > deg(ΛM−1). The fiber of this map over (M,γ′) is given by PH0(X,Λ−2M2U), which has

constant dimension, equal to −2αk + dU + 1− g. This completes the description of SΛ,0

α−
k

.

The case of SΛ,1

α−
k

is a direct adaptation to the fixed determinant version of [9, Proposition 3.22].

When αk = αm and dU is even, the map γ′ : M → M−1U is an isomorphism. So, in this case, the
divisor D = div(γ′) is not defined. However, Proposition 3.14 and Corollary 3.15 of [9] readily adapt
to our fixed determinant version, showing that SΛ

α−
m

is a projective bundle over N(dU/2)−(1, dU/2) with

fiber P2(dU−d)−g. So, by (3) of Proposition 2.2, it is in fact a disjoint union of 22g copies of P2(dU−d)−g.
Indeed, [9, Proposition 3.14] shows that in this case (2.10) always splits, so we uniformize our statement

by saying that SΛ
α−

m
= SΛ,0

α−
m

and that SΛ,1

α−
m

is empty. �

From the previous result and from Proposition 2.2, we have

(2.14) dimSΛ,0

α−
k

= 2(dU − d)− g.

On the other hand, one can prove (cf. [9, Corollary 3.23]) that the dimension of Q(M,γ′) is independent
of (M,γ′) and equal to 2(dU − d)− g, so Proposition 2.2 tells us again that

(2.15) dimSΛ,1

α−
k

= 3dU − 4d+ 2αk − g.
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Since αk > αm > d− dU/2, it follows that, for every critical value αk, dimSΛ,1

α−
k

> dimSΛ,0

α−
k

, so:

Corollary 2.15. Let αk 6= αM . Then, for every critical value αk, each connected component of SΛ
α−

k

has

dimension less or equal than 3dU − 4d+ 2αk − g.

With these descriptions, the codimensions of SΛ
α±

k

are easily obtained:

Proposition 2.16. Let αk < αM = d/2 be a critical value. Then the codimensions of SΛ
α±

k

in NΛ
α±

k

are

such that codimSΛ
α+

k

> 3g − 3 and codimSΛ
α−

k

> g − 1.

3. The singular locus

In this section we describe explicitly the singular locus of the moduli spaces NΛ
α and this description

will allow us to give a lower estimate of its codimension. We will also conclude that NΛ,sm
α , introduced

in Definition 2.7, is indeed the smooth locus of NΛ
α .

Definition 3.1. Let α 6 d/2.

(1) Let PSα ⊂ NΛ
α be the locus of strictly α-polystable quadratic pairs for which the α-destabilizing

subbundle is of type (B) (cf. Definition 2.4).
(2) Let NSα ⊂ NΛ

α be the locus of α-stable but non-simple pairs.

The following lemma will be used below.

Lemma 3.2. If (V, γ) is a quadratic pair in PSα or in NSα then the vector bundle V is not stable.

Proof. If (V, γ) ∈ PSα, the assertion is clear. If (V, γ) ∈ NSα it is also immediate, because if V was
stable, then its only automorphisms were the scalars λ ∈ C∗. The compatibility with γ would imply
λ = ±1, thus contradicting the non-simplicity of (V, γ). �

Proposition 3.3. For any α 6 d/2, and d and dU as in Assumption 2.11, codim(PSα) > 4g − 5.

Proof. If (V, γ) ∈ PSα, then by definition, V ∼= L ⊕ L′ with L′ ∼= ΛL−1 and deg(L) = d/2, and

moreover, γ is given, with respect to this decomposition, by γ =

(
0 γ′

γ′ 0

)
with γ′ ∈ H0(X,Λ−1U)

non-zero. These pairs are thus parametrized by Jacd/2(X)×PH0(X,Λ−1U). Since dU − d > 2g− 2, then
dimPH0(X,Λ−1U) = dU − d− g, and the result follows from this. �

Now, recall that the description of the flip loci SΛ
α−

k

, for αk < αM = d/2, was obtained in a different

way than that of SΛ
α−

M

which we know, from (3.1), that it is equal to Nα−
M
. In particular, the spaces SΛ,0

α−
k

were only defined for αk < αM = d/2.
Let A be the subspace of NΛ

α−
M

given by those quadratic pairs such that the underlying vector bundle

is strictly semistable:

(3.1) A = {(V, γ) ∈ NΛ
α−

M

| ∃M ⊂ V, deg(M) = d/2}.

Obviously, if d is odd, A is empty. If (V, γ) ∈ A, then there is some M ⊂ V such that deg(M) = d/2,
and the α−

M -stability of (V, γ) implies γ(M) 6⊂M⊥U .

Remark 3.4. Notice that this is precisely the analogous situation of (2.8), which was related to the
description of SΛ

α−
k

, but now we are taking αk = αM = d/2. So, if we proceed in the same way as we did

above for SΛ
α−

k

(and if we look at the study of Sα−
k

carried out in [9, § 3.4]), we immediately conclude

that A is described very similarly to SΛ
α−

k

, but by considering αk = αM .

So, we get the following result:

Proposition 3.5. Let A be defined as in (3.1), and d and dU as in Assumption 2.11. Then there is a
decomposition A = A0 ⊔ A1 where:

(1) A0 fits in the following commutative diagram

A0
(V,γ) 7→(M,γ′)

//

(V,γ) 7→(ΛM−1,γ′′)

��

Nd/2−(1, d/2)

(L,δ) 7→L

��

Nd/2−(1, d/2)
(L,δ) 7→ΛL−1

// Jacd/2(X).
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So A0 is the fiber product Nd/2−(1, d/2)×Jacd/2(X) Nd/2−(1, d/2) under the given maps.

(2) A1 is such that there is a morphism A1 → Nd/2−(1, d/2) whose fiber over (M,γ′) is isomorphic
to Q(M,γ′) as defined in (2.12).

Remark 3.6. It should be remarked that the difference between the descriptions of A0 and of SΛ,0

α−
k

in

Proposition 2.14 follows from the fact that for αk < αM , we always had deg(M) > deg(ΛM−1), so we
could always make a consistent choice for the definition of the map (2.13). In the case of the previous
proposition we have deg(M) = deg(ΛM−1), and consequently the description of A0 as a fiber product
and not as a projective bundle.

Thus, similarly to (2.14) and to (2.15) we have

(3.2) dimA0 = 2(dU − d)− 1 and dimA1 = 3(dU − d)− g.

Proposition 3.7. Let α < d/2, and for each critical value αk < αM , let SΛ,0

α−
k

be defined as in Proposition

2.14. Let also A0 be as in Proposition 3.5. Then:

NSα
∼=

⊔

αk critical value
α<αk<αM

SΛ,0

α−
k

if d is odd

or
NSα

∼=
⊔

αk critical value
α<αk<αM

SΛ,0

α−
k

⊔ A0 if d is even.

Furthermore, if (V, γ) ∈ NSα then Aut(V, γ) ∼= Z/2× Z/2.

Remark 3.8. This description of NSα also holds when α is itself a critical value.

Proof. Let (V, γ) ∈ NSα, and let f ∈ Aut(V, γ)r {±1V }. Then

(3.3) γf = ((f t)−1 ⊗ 1U )γ.

The coefficients of the characteristic polynomial of f are holomorphic, thus constant, so its eigenvalues
are also constant. Let us see that these eigenvalues are different. Indeed, if f has only one eigenvalue
λ0 ∈ C∗ then we write f = λ01V + f0, where f0 is a nilpotent endomorphism of V . If F is the line
subbundle of V defined as the kernel of f0 then f0 factors through V/F ∼= ΛF−1 and its image lies in
F . Hence f0 ∈ H0(X,F 2Λ−1). On the other hand, (3.3) implies that γ(F ) = 0, the α-stability of (V, γ)
implies deg(F ) < α, and deg(F 2Λ−1) < 2α − d < 0. The conclusion is that f0 must be zero and f a
scalar automorphism of V . However, the only scalar automorphisms of V which satisfy (3.3) are precisely
±1V , so f cannot be scalar. The eigenvalues of f are thus distinct, so we can split

V ∼= F1 ⊕ F2

as a direct sum of eigenbundles of f , such that F1F2
∼= Λ and F1 ≇ F2. Suppose that deg(F1) 6 deg(F2).

Let us now prove that if (V, γ) ∈ NSα, then γ must be generically non-degenerate. Indeed, if det(γ) =
0, let N ⊂ V be the line subbundle given by the kernel of γ. Then (3.3) shows that either N ∼= F1 or
N ∼= F2. Since we are assuming deg(F1) 6 deg(F2), we must in fact have by the α-stability, N ∼= F1 and
deg(F1) < α, and

γ =

(
0 0
0 γ′′

)

with γ′′ 6= 0. But then deg(F2) > d− α and since γ(F2) 6⊂ F⊥
2 U , this contradits the α-stability of (V, γ).

So, let (V, γ) ∈ NSα with γ is genericaly non-degenerate i.e. det(γ) 6= 0. In this case, we have that
(Λ, det(γ)) is a U2-quadratic pair of type (1, d). Moreover, det(f) is an automorphism of (Λ, det(γ)), so
det(f) = ±1. If det(f) = 1, (3.3) shows that, with respect to the decomposition V ∼= F1 ⊕ F2,

γ =

(
0 γ′

γ′ 0

)

with γ′ ∈ H0(X,Λ−1U) r {0}. It follows that γ(Fi) ⊂ F⊥
i U so, by the α-semistability of (V, γ), we

must have deg(Fi) = d/2, hence (V, γ) is not α-stable, which is a contradiction. We must then have
det(f) = −1. From (3.3) we conclude that, with respect to the decomposition V ∼= F1 ⊕ F2,

(3.4) γ =

(
γ′ 0
0 γ′′

)
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with γ′ ∈ H0(X,F−2
1 U) and γ′′ ∈ H0(X,F 2

1Λ
−2U), both non-zero, and that

(3.5) f =

(
±1 0
0 ∓1

)
.

Recall that we have F1 ≇ F2 (i.e. F1 is not a square root of Λ). Since deg(F1) 6 deg(F2), we must
have deg(F1) 6 d/2 6 deg(F2) and α-stability implies, α < deg(F1) < d − α. In other words, there is
some critical value αk ∈ (α, d/2] such that deg(F1) = αk and deg(F2) = d− αk. From (3.5), we see that

(V, γ) ∈ SΛ,0

α−
k

, where SΛ,0

α−
k

is defined in (2.11). This gives rise to an isomorphism

NSα
∼=

⊔

αk critical value
α<αk<αM

SΛ,0

α−
k

if d is odd or
NSα

∼=
⊔

αk critical value
α<αk<αM

SΛ,0

α−
k

⊔ A0

if d is even. From this analysis, it is clear from (3.5) that if (V, γ) ∈ NSα, then Aut(V, γ) ∼= (Z/2)2. �

Using this description of NSα and from (2.14) (as well as from (3.2) if d is even) the following corollary
is immediate.

Corollary 3.9. Let α 6 d/2 and dU − d > 2g − 2. Then the locus of α-stable but not simple pairs has
codimension bigger than 3g − 3.

Now we can prove that NΛ,sm
α , introduced in Definition 2.7, is indeed the smooth locus of NΛ

α . This
result will be important in proof of the Torelli type theorem below for these moduli spaces.

Proposition 3.10. For any α, NΛ,sm
α coincides with the smooth locus of NΛ

α .

Proof. Consider first that α is a generic value of the parameter. In this case, NΛ
α −NΛ,sm

α = PSα⊔NSα,
so we have to show that the points in PSα and in NSα are singular points.

Let (V, γ) ∈ PSα. Then V = L⊕ L′ with L′ ∼= ΛL−1 and deg(L) = d/2, and γ =

(
0 γ′

γ′ 0

)
.

From (2.3), and recalling that dU − d > 2g − 2 implies that H2(X,C•(V, γ)) = 0, it follows that
dimH1(X,C•(V, γ)) = 3(dU −d)+dimH0(X,C•(V, γ)), so the dimension of the infinitesimal deformation
space of (V, γ) is dimH1(X,C•(V, γ))/C = 3(dU −d)+dimH0(X,C•(V, γ))−1. Now, the automorphisms
of elements in NΛ,sm

α are only in Z/2, hence we always have that the corresponding infinitesimal auto-

morphism space H0 is zero. However, for (V, γ) as above, for each λ ∈ C, ψ =

(
λ 0
0 −λ

)
is an element of

H0(X,C•(V, γ)), thus dimH0(X,C•(V, γ)) > 1 (this corresponds to the fact that for the given pair (V, γ)

the automorphisms of the form

(
λ 0
0 1/λ

)
, λ ∈ C∗ are also allowed). So,

dimH1(X,C•(V, γ))/C > 3(dU − d) > dimNΛ
α ,

and thus (V, γ) represents a singularity of NΛ
α .

Consider now a pair (V, γ) ∈ NSα. From Proposition 3.7, Aut(V, γ) ∼= (Z/2)2. Here, H0(X,C•(V, γ)) =
0, but the presence of finitely many more automorphisms than Z/2 yields an orbifold type of singularity
of the moduli space.

If α = αk is a critical value, then Nαk
−N sm

αk
= PSαk

⊔ NSαk
⊔ (SΛ

α+

k

∪ SΛ
α−

k

). This follows from the

fact that the elements of SΛ
α+

k

and SΛ
α−

k

are strictly αk-polystable with destabilizing subbundle of type

(A) and (C) while the ones of PSαk
are strictly αk-polystable with destabilizing subbundle of type (B).

So, by [9, Proposition 2.17], PSα must be disjoint of SΛ
α+

k

∪ SΛ
α−

k

. The elements of NSαk
are αk-stable,

so this case is clear. Thus we just have to show that if (V, γ) ∈ SΛ
α+

k

∪ SΛ
α−

k

then it represents a singular

point. But such (V, γ) is strictly αk-polystable of type (A) or (C), and one sees that it represents a
singular point just as we did above for type (B): for type (A) we have that the 1-dimensional family

of endomorphisms of type ψ =

(
λ 0
0 0

)
(λ ∈ C) belong to H0(X,C•(V, γ)), and for type (C) the same

occurs with the 1-dimensional family ψ =

(
0 0
0 λ

)
, λ ∈ C. �
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For a critical value αk < αM , let

(3.6) SΛ,sm

α±
k

= NΛ,sm

α±
k

∩ SΛ
α±

k

.

Proposition 2.16 tells us that the codimensions of SΛ,sm

α±
k

in NΛ,sm

α±
k

satisfy the following:

(3.7) codimSΛ,sm

α−
k

> g − 1 and codimSΛ,sm

α+

k

> 3g − 3.

Proposition 3.11. If αk is a critical value, then NΛ,sm

α−
k

− SΛ,sm

α−
k

∼= NΛ,sm
αk

∼= NΛ,sm

α+

k

− SΛ,sm

α+

k

.

Proof. First, notice that the subvarieties PSα are independent of α, whence (V, γ) /∈ PSα±
k
if and only if

(V, γ) /∈ PSαk
. On the other hand, it is also clear, from the description of NSα given in Proposition 3.7,

that if (V, γ) /∈ NSα±
k
if and only if (V, γ) /∈ NSαk

. The result follows from these two facts and from the

definition of the flip loci. �

The next result shows that the singular locus of NΛ
α has, in general, high codimension.

Proposition 3.12. Let α < d/2, g > 2 and let d and dU be as in Assumption 2.11. If α is a generic
value, then NΛ

α is smooth outside of a subset of codimension larger than 3g − 3. If α = αk is a critical
value, then NΛ

αk
is smooth outside of a subset of codimension larger than g − 1.

Proof. For a generical value α, we have that NΛ
α − NΛ,sm

α = PSα ⊔ NSα, so codim(Nα − N sm
α ) is at

least the minimum of codim(PSα) and codim(NSα), so Proposition 3.3 and Corollary 3.9 prove (1).
For a critical value αk, notice that NΛ

αk
− NΛ,sm

αk
= PSαk

⊔ NSαk
⊔ (SΛ

α+

k

∪ SΛ
α−

k

). So (2) follows by

Proposition 3.3, Corollary 3.9 and also Proposition 2.16. �

Lemma 3.13. Let A be the locus defined in (3.1) and let Asm = A∩NΛ,sm

α−
M

. Then codim(Asm) > g− 1.

Proof. Taking into account Remark 3.4, the stated codimension is given just by replacing αk in codim(SΛ,sm

α−
k

)

in (3.7) by αM = d/2. �

Remark 3.14. Notice that if d is odd, then PSα is empty for every α and the same holds for NSα−
M

(the

case of NSα−
M

follows from Proposition 3.7 and from the fact that A is also empty). So, in this case, NΛ
α−

M

is indeed smooth. However, we cannot conclude that NΛ
α is smooth for α such that there is a critical

value αk with α < αk < α−
M , because NSα is non-empty.

4. Topological properties

Let MΛ,s = Ms(2,Λ) be the stable locus of the moduli space MΛ of rank 2 polystable vector bundles
with fixed determinant Λ. Of course, if d is odd, then MΛ,s = MΛ.

Proposition 4.1. Let π : NΛ
α−

M

→ MΛ be the map defined in Proposition 2.12. Then:

(1) π(NΛ
α−

M

−NΛ,sm

α−
M

) ⊂ MΛ −MΛ,s;

(2) Let A be the subspace of NΛ
α−

M

given by those quadratic pairs such that the underlying vector bundle

is strictly semistable, defined in (3.1), and let Asm = A ∩NΛ,sm

α−
M

. Let p be the restriction of π to

NΛ,sm

α−
M

− Asm. Then p : NΛ,sm

α−
M

− Asm → MΛ,s is a projective bundle, with fiber isomorphic to

P3(dU−d−g)+2.

Proof. Recall that NΛ
α−

M

−NΛ,sm

α−
M

= PSαM ⊔NSαM where PSα and NSα are defined in Propositions 3.3

and 3.9, respectively. From Lemma 3.2 we know that if V occurs in a pair (V, γ) in PSα−
M

or in NSα−
M
,

then it is not stable. Furthermore, if (V, γ) ∈ NSα−
M

then the α−
M -stability ensures that V is polystable

(cf. Proposition 2.12). Hence π(V, γ) = V ∈ MΛ −MΛ,s. This proves (1). Obviously, if d is odd, this
item carries no information (cf. Remark 3.14).

It is clear that p(NΛ,sm

α−
M

− A) ⊂ MΛ,s and, if V ∈ MΛ,s, from (1) we know that PH0(S2V ∗ ⊗ U) =

π−1(V ) ∈ NΛ,sm

α−
M

−A. Then, together with Proposition 2.12, this yields (2). �

Proposition 4.2. For any α, and d, dU as in Assumption 2.11, NΛ,sm
α is dense in NΛ

α .
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Proof. Fix an arbitrary point in NΛ
α −NΛ,sm

α represented by a pair (V, γ). We will prove the proposition
by considering separately the cases where α is generic or critical. Suppose α is generic. Then (V, γ)
belongs to PSα ⊔ NSα, and Lemma 3.2 states that for every (V, γ) ∈ NΛ

α − NΛ,sm
α , V is not stable.

Now, from [11, Proposition 2.6] that we can deform V into a stable vector bundle V ′ without changing
the determinant. More precisely, there is a non-singular and irreducible scheme T parametrizing a family

V = {Vt}t∈T of rank 2 and degree d vector bundles over X such that
∧2

Vt = Λ, for all t, Vt0 = V
for some t0 ∈ T and the subspace {t ∈ T | Vt stable} is non-empty and dense in T . In other words,
V → T ×X is a vector bundle such that V|{t}×X satisfies the above conditions.

Let p1 : T × X → T and p2 : T × X → X be the projections, and consider the direct image sheaf
R0p1∗(S

2V∗ ⊗ p∗2U). Since dU − d > 2g − 2, the fibers of R0p1∗(S
2V∗ ⊗ p∗2U) have constant (positive)

dimension, so it is a locally free sheaf, thus a vector bundle over T . We conclude therefore that the
corresponding projective bundle PR0p1∗(S

2V∗ ⊗ p∗2U) is a connected base for a family of U -quadratic
pairs which contains the given pair (V, γ) and for which there is a non-empty dense subspace consisting of
pairs such that the underlying vector bundle is stable. The first paragraph of the proof implies then that on
this non-empty dense subspace, all quadratic pairs are α-stable and simple. From the universal property
of the coarse moduli space Nα (cf. [8, Theorem 1.6]), there is a morphism PR0p1∗(S

2V∗ ⊗ p∗2U) → Nα

which factors through NΛ
α ⊂ Nα and this provides a deformation of (V, γ) to an α-stable and simple pair

i.e. a pair in NΛ,sm
α . This proves the proposition for generic α.

If α = αk is a critical value, then we have two obvious continuous maps π± : NΛ
α±

k

→ NΛ
αk

. From the

definition of the flip loci NΛ
αk

= π−(NΛ
α−

k

) ∪ π+(NΛ
α+

k

) and π±(NΛ
α±

k

) = NΛ
αk

− SΛ
α∓

k

. From above, we see

that π±(N
Λ,sm

α±
k

) is dense in π±(NΛ
α±

k

), thus π−(N
Λ,sm

α−
k

)∪π+(N
Λ,sm

α+

k

) is dense in NΛ
αk
. On the other hand,

from Proposition 3.11, NΛ,sm
αk

= π−(N
Λ,sm

α−
k

− SΛ,sm

α−
k

) = π+(N
Λ,sm

α+

k

− SΛ,sm

α+

k

), and (3.7) tells us, since the

spaces are smooth, that NΛ,sm

α±
k

− SΛ,sm

α±
k

is dense in NΛ,sm

α±
k

. So we have NΛ
αk

= π−(NΛ
α−

k

) ∪ π+(NΛ
α+

k

) =

π−(N
Λ,sm

α−
k

) ∪ π+(N
Λ,sm

α+

k

) = NΛ,sm
αk , as claimed. �

From [8, Theorem 3.5] we know that under some conditionsNΛ
α is irreducible. The previous proposition

gives us a different proof of the same result.

Corollary 4.3. Let g > 2 and d, dU satisfying Assumption 2.11. Then NΛ
α is irreducible.

Proof. Since the moduli space MΛ of rank two stable bundles with fixed determinant is irreducible [13,

Remark 5.9], it follows from (2) of Proposition 4.1 that NΛ,sm

α−
M

− Asm is irreducible. Since NΛ,sm

α−
M

is

smooth and g > 2, then from Lemma 3.13 we conclude that NΛ,sm

α−
M

is irreducible as well. The same

reasoning, now using Proposition 3.11 and (3.7), shows that NΛ,sm
α is irreducible for any α. Finally the

previous proposition completes the proof. �

Our techniques can also be used to compute the fundamental group of the smooth locus of NΛ
α .

Corollary 4.4. Let g > 2 and d, dU as in Assumption 2.11. Then NΛ,sm
α is simply-connected.

Proof. The moduli space MΛ,s of rank two stable bundles with fixed determinant is simply-connected

(cf. [12, Corollary 2]), so from (2) of Proposition 4.1 we conclude that π1(N
Λ,sm

α−
M

−A) = 0. As codim(A)

is positive and NΛ,sm

α−
M

is smooth, we have π1(N
Λ,sm

α−
M

) = 0. Now, suppose that π1(N
Λ,sm

α+

k

) = 0 for some

αk < αM . Since NΛ,sm

α+

k

is smooth, using again Proposition 3.11 and (3.7), we have

0 = π1(N
Λ,sm

α+

k

) = π1(N
Λ,sm

α+

k

− SΛ,sm

α+

k

) = π1(N
Λ,sm
αk

) = π1(N
Λ,sm

α−
k

− SΛ,sm

α−
k

) = π1(N
Λ,sm

α−
k

),

whence the result. �

Notice that one cannot, a priori, make any statement about the fundamental group of NΛ
α , because

the presence of singularities may have great influence on its the topology.

5. Mixed Hodge structures and the Torelli Theorem

5.1. Hodge structures. Here we recall the basics on the theory of (mixed) Hodge structures on complex
algebraic varieties. The main references are the papers [4, 5, 6] by Deligne and also the books [15, 17].

Definition 5.1. A (pure) Hodge structure of weight k is a pair (VZ, VC) where VZ is a free abelian
group and VC = VZ ⊗ C is its complexification, such that there is a decomposition into subspaces VC =
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⊕
p+q=k V

p,q with V q,p ∼= V p,q. There is a corresponding Hodge filtration given by F p(VC) =
⊕

r>p V
r,s.

A polarized Hodge structure is a Hodge structure (VZ, VC) together with a bilinear nondegenerate map

θ : VZ ⊗ VZ → Z, such that V p,q and V p′,q′ are orthogonal under θC : VC ⊗ VC → C, unless p′ = k− p and
q′ = k−q. A morphism between two Hodge structures VC, V

′
C is a linear map f : VC → V ′

C compatible with
the Hodge filtration, and a morphism between two polarized Hodge structures VC and V ′

C is a morphism
of Hodge structures preserving the polarizations.

For example, given a smooth projective variety Z (hence compact Kähler, with Kähler form ω) of
dimension n, its cohomology has a pure Hodge structure given by Hi(Z,C) =

⊕
p+q=iH

p,q(Z). This
Hodge structure is polarized, with the polarization given by the cup product:

(5.1) θ(α, β) =

∫

Z

α ∪ β ∪ ωn−k,

for α, β ∈ Hk(Z,Z).
It is well-known that to any Hodge structure of weight 1 (in fact of any odd weight) there is associated

a complex torus. To see this, consider the inclusion VZ →֒ VC and compose this with the projection
p0,1 of VC onto, say, V 0,1. The quotient V 0,1/p0,1(VZ) is a complex torus. Conversely, from a complex

torus V/Γ we obtain a Hodge structure of weight 1 by taking VC = V ⊕ V and VZ = Γ embedded in VC.
This procedure applied to H1(X,C), where X is our smooth projective curve, gives rise to the Jacobian
of X : H0,1(X)/H1(X,Z) ∼= Jac(X). If, in this construction, we consider the polarization θ, then we
obtain a (1, 1)-form in the complex torus, which is integer and nondegenerate, hence Kähler. This is
in fact the first Chern class of an ample line bundle on the torus. In other words, we get a polarized
abelian variety. When applied to the Jacobian of X as above, we obtain the canonical polarization in
Jac(X), such that the divisor of the corresponding ample line bundle over Jac(X) is the theta divisor,
Θ. So, having the polarized Hodge structure (H1(X), θ), with θ given by (5.1), is equivalent to having
the polarized Jacobian (Jac(X),Θ), which gives therefore an alternative way to state the classical Torelli
theorem:

Theorem 5.2 (Torelli theorem). If X and X ′ are two smooth projective curves such that (H1(X), θ)
and (H1(X ′), θ′) are isomorphic as polarized Hodge structures, then X ∼= X ′.

As we saw above, the cohomology of a smooth projective variety has a pure Hodge structure. This
is not true anymore for varieties which are not smooth or projective. In these cases we have to consider
mixed Hodge structures, which we now define.

Definition 5.3. Let VZ be a free abelian group. A mixed Hodge structure over VZ consists of an ascending
weight filtration W on the rational finite dimensional vector space VQ = VZ ⊗Q and a descending Hodge
filtration F on VC such that F induces a pure Hodge filtration of weight k on each rational vector space
GrWk V = Vk/Vk−1.

Define V p,q = GrpF (GrWp+qV )C. A mixed Hodge structure is pure of weight k if GrWl V = 0 for l 6= k. If
Z is a complex algebraic variety (not necessarily projective or smooth), Deligne has shown in [4, 5, 6] that
the integral cohomology Hk(Z) and the cohomology with compact support Hk

c (Z) both carry natural
(mixed) Hodge structures. If Z is a smooth projective variety then this is the pure Hodge structure
previously mentioned. The notion of isomorphism of (mixed) Hodge structures and isomorphism of
polarized (mixed) Hodge structures are the obvious ones.

Now, we will consider the moduli spaces NΛ,sm
α which are smooth, quasi-projective, but not projective.

So, a priori, their cohomology has a mixed Hodge structure. However, has we shall see below, at least
the first cohomology groups (the ones we shall use), have pure Hodge structure, so we will not really use
in practice the notion of mixed Hodge structure.

5.2. Cohomology groups of NΛ,sm
α . The following lemmas are proved in [1, Lemma 6.1.1] and [1,

Corollary 6.1.2], respectively.

Lemma 5.4. Let M be a smooth variety and let Z ⊂M be a closed subvariety of codimension k. Then
Hi(M,Z) ∼= Hi(M − Z,Z) for all i < 2k − 1.

Lemma 5.5. Let M be a projective variety and let U ⊂ M be a smooth Zariski open subset, with
codim(M − U) = k. Then Hi(U,Z) has a pure Hodge structure of weight i, for every i < k − 1.

With these results we can now easily compute the first integral cohomology groups of NΛ,sm
α . Write

H∗(NΛ,sm
α ) = H∗(NΛ,sm

α ,Z).

Recall that MΛ,s denotes the stable locus of the moduli space MΛ.
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Proposition 5.6. Under Assumption 2.11, let g > 4 and α < d/2. Then, for every α < αM , we have,
H1(NΛ,sm

α ) = 0, H2(NΛ,sm
α ) ∼= Z⊕ Z and H3(NΛ,sm

α ) ∼= H1(X).

Proof. It is known [12] that H1(MΛ,s) = 0, H2(MΛ,s) ∼= Z and H3(MΛ,s) ∼= H1(X). So (2) of

Proposition 4.1 implies that H1(NΛ,sm

α−
M

−A) = 0, H2(NΛ,sm

α−
M

−A) ∼= Z⊕Z and H3(NΛ,sm

α−
M

−A) ∼= H1(X).

Since g > 4, the result for α = α−
M follows from Lemmas 3.13 and 5.4 and for any α from Proposition

3.11, (3.7) and Lemma 5.4. Of course, the result for H1 also follows from Corollary 4.4. �

Corollary 5.7. If g > 4 and α < d/2, then the Picard group of NΛ,sm
α is isomorphic to Z⊕ Z.

Proof. Consider first NΛ,sm

α−
M

, and identify Pic(NΛ,sm

α−
M

) with H1(NΛ,sm

α−
M

,O∗). From the previous proposi-

tion we have H1(NΛ,sm

α−
M

) = 0 and H2(NΛ,sm

α−
M

) ∼= Z ⊕ Z, thus the exponential sequence yields the exact
sequence

(5.2) 0 −→ H1(NΛ,sm

α−
M

,O) −→ Pic(NΛ,sm

α−
M

) −→ Z⊕ Z.

As H1(NΛ,sm

α−
M

) = 0, then H1(NΛ,sm

α−
M

,C) = 0. Moreover, from Proposition 3.12, codim(Nα−
M

−NΛ,sm

α−
M

) >

3g − 3 so, since g > 4, Lemma 5.5 says that H1(NΛ,sm

α−
M

) is pure, and we have H1(NΛ,sm

α−
M

,C) =

H1,0(NΛ,sm

α−
M

) ⊕ H0,1(NΛ,sm

α−
M

), with H0,1(NΛ,sm

α−
M

) ∼= H1,0(NΛ,sm

α−
M

). It follows that H0,1(NΛ,sm

α−
M

) = 0 i.e.

H1(NΛ,sm

α−
M

,O) = 0, therefore the map Pic(NΛ,sm

α−
M

) → Z ⊕ Z in (5.2) is injective. In order to see that it

is also surjective, note that, since H2(NΛ,sm

α−
M

) = Z ⊕ Z, we have b2 = 2, b2 denoting the second Betti

number of NΛ,sm

α−
M

. Using again Lemma 5.5, we see that H2(NΛ,sm

α−
M

,C) = H2,0(NΛ,sm

α−
M

)⊕H1,1(NΛ,sm

α−
M

)⊕

H0,2(NΛ,sm

α−
M

), with H0,2(NΛ,sm

α−
M

) ∼= H2,0(NΛ,sm

α−
M

), so

(5.3) 2 = b2 = h1,1 + 2h2,0

where hi,j = dimHi,j(NΛ,sm

α−
M

) are the Hodge numbers. SinceN is projective it has a (positive) line bundle

whose Chern class is a (1, 1)-class. Restricting this line bundle to NΛ,sm

α−
M

shows then that h1,1 > 1, so by

(5.3) we must have h1,1 = 2. In other words, all classes in H2(NΛ,sm

α−
M

) = Z⊕ Z come from (1, 1)-classes,

i.e. Pic(NΛ,sm

α−
M

) → Z⊕ Z is surjective.

Hence Pic(NΛ,sm

α−
M

) ∼= Z⊕Z, and by Proposition 3.11 and (3.7), we conclude that Pic(NΛ,sm
α ) ∼= Z⊕Z

for every α < d/2. �

5.3. The Torelli Theorem for NΛ
α . In the next two sections, we shall consider families of curves, so

our moduli spaces NΛ
α will depend on which curve we are considering. Hence, for a curve X , we will

write NΛ
X,α to emphasize that we are considering quadratic pairs over X .

Proposition 5.8. Under Assumption 2.11, let g > 5. Then H3(NΛ,sm
X,α ) is naturally polarized, and the

isomorphism H3(NΛ,sm
X,α ) ∼= H1(X) respects the polarizations.

Proof. This is similar to [1] and [10]. Let H1 and H2 be two positive generators of Pic(NΛ,sm
X,α ) ∼= Z⊕ Z.

For every α, NΛ
X,α is projective, thus naturally polarized i.e. there are a, b ∈ Z such that H = aH1 + bH2

is a polarization of NΛ
X,α. If k = 3(dU − d) − 1 is the dimension of NΛ

X,α, take a generic (k − 3)-fold

hyperplane intersection Z ⊂ NΛ,sm
X,α . Hence Z is smooth, dimZ = 3 and, by Proposition 3.12, we see

that Z is in fact projective. Now, let

(5.4) θ̂X : H3(NΛ,sm
X,α )⊗H3(NΛ,sm

X,α ) −→ Z, θ̂(α ⊗ β) = 〈α ∪ β, [Z]〉 =

∫

Z

α ∪ β.

We prove that this is a polarization as follows. Take a generic (k−4)-fold hyperplane sectionW ⊂ NΛ,sm
X,α .

Proposition 3.12, and the fact that g > 5, tells us again that W is projective and smooth. Then there
is a version of the Lefschetz hyperplane theorem compatible to our case (cf. [1, Theorem 6.1.1]) which

when applied to NΛ
X,α, N

Λ,sm
X,α and W yields H3(W ) ∼= H3(NΛ,sm

X,α ) and, by the Hard Lefschetz theorem,

we have an isomorphism H3(W )
∼=
−→ H5(W ) ∼= H3(W )∗. This map coincides with θ̂X , proving thus that

it is non-degenerate.
Let now π : χ → T be a family of generic curves of genus g, parametrized by an irreducible base

variety T , such that the natural map T → Mg to the moduli space Mg of genus g curves is dominant. Let
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q : J d → T be the universal Jacobian. Then we consider the universal moduli space p : Ñ T
α (2, d) → J d

such that p−1(X,Λ) = NΛ,sm
X,α . Let f : M̃s,T (2, d) → J d be the universal moduli space of stable vector

bundles, such that f−1(X,Λ) = MΛ,s
X . There is then a forgetful map Ñ T

α−
M

(2, d) → M̃s,T (2, d), and

pulling back the relative ample generator of M̃s,T → J d, we obtain an element H2 ∈ Pic(NΛ,sm

X,α−
M

),

defined in the family π. On the other hand, since Ñ T
α−

M

(2, d) → M̃s,T (2, d) is, by Proposition 4.1, outside

of a subset of codimension bigger than 2, a projective bundle, there is another element H1 ∈ Pic(NΛ,sm

X,α−
M

),

well-defined in families. The construction of the flips can also be done in families (cf. [9]) so, for any α,

Pic(NΛ,sm
X,α ) ∼= Z⊕ Z with the generators defined in families. The construction of the polarization θ̂X in

(5.4) goes then through in families as well, hence defines a polarization in R3p∗Z, which we denote by θ̂.
Now, let θ be the standard polarization on R1π∗Z given by the cup product - see (5.1). Then, we

know that there is an isomorphism R3p∗Z ∼= q∗R1π∗Z which, together with the polarization θ̂, yields a
polarization θ′ in q∗R1π∗Z. Since the map T → Mg is dominant, then Lemma 8.1.1 of [1] asserts that

θ′ is a positive integer multiple of θ hence so is θ̂. Finally, restricting to X again, we conclude that θ̂X
is a positive multiple of θX , hence it determines a unique primitive polarization on H3(NΛ,sm

X,α ). So the

isomorphism H3(NΛ,sm
X,α ) ∼= H1(X) respects the polarizations. �

Theorem 5.9. Let X and X ′ be smooth projective curves of genus g, g′ > 5, Λ and Λ′ line bundles of
degree d and d′ on X and X ′, respectively, and U and U ′ line bundles of degree dU and d′U on X and
X ′, respectively, such that d, dU and d′, d′U are as in Assumption 2.11. Let NΛ

X,α be the moduli space of

α-polystable U -quadratic pairs on X, and define similarly NΛ′

X′,α. If NΛ
X,α

∼= NΛ′

X′,α then X ∼= X ′.

Proof. Due to Proposition 3.10, the isomorphism NΛ
X,α

∼= NΛ′

X′,α induces an isomorphism NΛ,sm
X,α

∼=

NΛ′,sm
X′,α and therefore an isomorphism between the corresponding H3. This isomorphism preserves the

corresponding polarizations θ̂X and θ̂X′ as constructed in the previous theorem, due to their definition.

So, we have (H3(NΛ,sm
X,α ), θ̂X) ∼= (H3(NΛ′,sm

X′,α ), θ̂X′). The previous theorem says then that (H1(X), θX) ∼=

(H1(X ′), θX′) where θX and θX′ are the corresponding standard polarizations given by (5.1). The usual
Torelli Theorem 5.2 completes the proof. �

5.4. The non-fixed determinant case. Recall that NΛ
α := det−1(Λ) where det is the map given by

(2.1). Since the fibers of det are all isomorphic, we have that det : NX,α(2, d) → Jacd(X) is a fibration,
where, as before, we write NX,α(2, d) to emphasize that we are considering the moduli space of rank 2,
degree d, quadratic pairs over X . We will extend the results of the previous sections to the moduli space
NX,α(2, d) of α-polystable U -quadratic pairs over X , using the techniques of [10].

The following lemma, proved in [10, Lemma 7.1], will be needed in the proof of the Torelli theorem
for NX,α(2, d).

Lemma 5.10. Let M be a projective connected variety and f :M → Y a map to another quasi-projective
variety such that f∗ : Hk(Y ) → Hk(M) is zero for all k > 0. Then f is constant.

Theorem 5.11. Let X and X ′ be smooth projective curves of genus g, g′ > 5 and let U and U ′ be line
bundles of degree dU and d′U on X and X ′, respectively. Let d and d′ be two integers numbers, such that
d, dU and d′, d′U are as in Assumption 2.11. If NX,α(2, d) ∼= NX′,α(2, d

′), then X ∼= X ′.

Proof. Let F : NX,α(2, d)
∼=
−→ NX′,α(2, d

′) be the given isomorphism. Let N sm
X,α(2, d) be the subspace

defined precisely in the same way as we did in Definition 2.7 for the fixed determinant case. Define
similarly N sm

X′,α(2, d
′). The same arguments as in Proposition 3.10 show that N sm

X,α(2, d) is the smooth

locus of NX,α(2, d). So F restricts to an isomorphism (still denoted by F ) of the corresponding smooth

locus F : N sm
X,α(2, d)

∼=→ N sm
X′,α(2, d

′). Fix Λ0 ∈ Jacd(X) and take the composition

f : NΛ0,sm
X,α →֒ N sm

X,α(2, d)
F

−→ N sm
X′,α(2, d

′) −→ Jacd
′

(X ′).

From Proposition 5.6 we know that H1(NΛ0,sm
X,α ) = 0, so f∗ : H1(Jacd

′

(X ′)) → H1(NΛ0,sm
X,α ) is the zero

map. Moreover, the cohomology of Jacd
′

(X ′) is generated by H1(Jacd
′

(X ′)), so f∗ : Hk(Jacd
′

(X ′)) →

Hk(NΛ0,sm
X,α ) is the zero map for every k > 0. The previous lemma implies that f is constant, therefore

F (NΛ0,sm
X,α ) ⊂ N

Λ′
0,sm

X,α , for some Λ′
0 ∈ Jacd

′

(X ′). Since NΛ0,sm
X,α and N

Λ′
0,sm

X,α are dense in NΛ0

X,α and in

N
Λ′

0

X,α, respectively, we have F (NΛ0

X,α) ⊂ N
Λ′

0

X,α. In the same way, we see that F−1(N
Λ′

0

X,α) ⊂ NΛ0

X,α. In
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other words, we have an isomorphism

F |
N

Λ0
X,α

: NΛ0

X,α

∼=
−→ N

Λ′
0

X,α

and Theorem 5.9 yields the result. �
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